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ABSTRACT

Agent-based simulations can be helpful in understanding the complex dynamics of human behavior. Data-
driven approaches for this purpose show to be promising in extracting complex features, without relying on
system-specific expert knowledge. This work aims to develop a data-driven approach that enables automatic
generation of agent-based pedestrian flow models, by extracting and classifying regions of interest from
trajectory data. For validation purposes, synthetic data from a pedestrian movement simulation was used for
the method development. We identify stay point areas from the resulting trajectories, classify the processes
occurring in these areas, and reconstruct their properties. The relevant areas and types of processes were
successfully extracted in four different case scenarios. However, it is necessary to test and subsequently
improve these methods by using real data. Ultimately, our methods should be applied for the automatic
modeling of pedestrian behavior in critical infrastructures, such as a railway station or an airport.
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1 INTRODUCTION

Our society increasingly relies on critical infrastructures such as transportation systems, water and energy
supply systems and communication networks. It is therefore imperative to understand the processes in these
complex and interdependent infrastructures, for supporting maintenance, planning and emergency decision
making [1]. To this end, modeling and simulation approaches have become a critical field of study [1, 2].

Particularly in cases where human behavior is involved, agent-based simulations can provide valuable in-
sights into their complex dynamics, by revealing patterns that might emerge under different simulation
conditions. Classical approaches for agent-based simulations are typically knowledge-based, meaning that
they rely on expert knowledge to define the parameters and rules that guide the simulation. While this type
of modeling of a system can be effective for predictions and testing the system’s working mechanisms, there
are several disadvantages that need to be taken into consideration.

Firstly, this approach can be time and energy-consuming, since experts must often improve the simulation
in an ad-hoc manner [3]. Furthermore, complex systems involving human workflow processes require the
expertise of different fields [4]. This type of modeling also relies heavily on the individual experience and
knowledge of the expert, which inevitably introduces a bias in the model construction.

These limitations can be addressed to some extent by using a data-driven approach instead. Using real data
reduces the modeler bias, because the model is directly informed by the data coming from this system in
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action, instead of relying on the theoretical knowledge of an expert [3]. Especially when real time changes
of data are concerned, analyzing patterns in the data itself can be beneficial for the purpose of knowledge
discovery and movement modeling, also known as computational movement analysis [5]. The increasing
availability of geospatial data has led to advancements in this field; however, there is still a need for repro-
ducible research [5].

This work aims to develop a data-driven approach to aid modeling of a pedestrian movement scenario, by
extracting and reconstructing the processes in which the pedestrians take part. The methods developed
here should be able to extract information about the processes from real-world data in an automated way.
In particular, the input data consists of spatio-temporal information about each pedestrian in the scenario,
which could eventually be obtained by location acquisition technologies such as GPS or camera tracking.
The application domain lies in understanding the processes behind human behavior in critical infrastructures
such as a railway station or an airport. Even though the spatial setup in these infrastructures might be known,
processes that depend on human behavior can be difficult to predict, unless informed by real data.

In the field of data-driven pedestrian movement modeling, previous work has been successful in accurately
generating realistic pedestrian behavior, specifically in simulating uni- and bidirectional movement [6, 7]
and crowd behavior [8, 9]. A study by Lui et. al. [10] highlights the need for using real data to learn latent
features that reflect the complexity of human movement. They demonstrate the effectiveness of using past
data in predicting future pedestrian trajectories in a public building, specifically by discovering information
about the destination of a pedestrian. As part of future work, they suggest considering intermittent destina-
tions with which the pedestrians interact (such as a ticket office) and using such regions of interest in the
further development of their framework [10].

For these purposes, it is crucial to identify stay points in the trajectories, where the pedestrians slow down or
stop moving; these points collectively form areas known as points of interest (POIs) [11]. Considering that
information about congestion areas might be unavailable, or simply change over time, obtaining it directly
from trajectory data can be particularly useful [12]. Piekenbrock et. al. [12] successfully discovered POlIs
by using density-based spatial clustering, validating their method with traffic simulation data. Similarly,
Gong et. al. [13] identified important locations from GPS data by combining density-based clustering with
support vector machines (SVMs) to classify areas into ’activity’ (e.g., work or shopping) and "non-activity’
(e.g., waiting at a green light) stop locations.

In this work, POIs will be identified from trajectory data for a specific pedestrian movement scenario, to
uncover the location of important processes in which the pedestrians participate. In addition, the goal is to
describe the processes with respect to their individual properties, as well as the interactions between them.

Ultimately, our goal is to use the results from the process reconstruction to enable a realistic model of
pedestrian movement. To this end, the extracted properties from our methods will provide explicit infor-
mation about the behavior of the pedestrians, in contrast to implicitly learning patterns to model pedestrian
trajectories, which was done in most of previous literature in agent-based simulations by using machine
learning methods. The contribution of this study lies in developing POI detection specifically for the pur-
poses of pedestrian behavior modeling, by first understanding the processes dependent on human behavior.
The integration of the extracted processes and their properties into a simulation model, and subsequent re-
construction of the pedestrian movement scenario, goes beyond the scope of this paper and will be part of
future work. Presently, we use synthetic data from a pedestrian simulation to develop the process extraction
methods, such that controlled test scenarios could be created to generate different data sets. In addition, by
using synthetic data, the success of the methods could be directly evaluated.



Eftimova, Nellinger, and Koch

This paper is organized as follows: Section 2 describes the methods used in this work, including methods
for generating the synthetic data, identification and classification of the POIs where processes occur, and
reconstruction of the process properties. Next, Section 3 provides a detailed description of the data and case
scenarios used for testing the methods. The results of the analysis are then outlined in Section 4, followed
by a discussion and conclusion.

2 METHODS

First, we describe the simulation used to generate the synthetic data used for the analysis. Then, we describe
the methods developed for identifying areas of interest, following methods for classifying these areas, and
finally, methods for reconstructing the properties of the processes that occur within the areas.

2.1 Synthetic Data Generation

For generating the synthetic data, we use an implementation of a pedestrian simulation based on the optimal
steps model described in [14], which performed well in reenacting an evacuation scenario from experi-
mental data. Compared to other methods, this model also incorporates well the social aspect of pedestrian
movement and crowd dynamics [14, 15].

In the model used, the moving speed of each pedestrian (also here referred to as an agent) is determined
by a truncated normal distribution, with a mean of I ms~ !, a standard deviation of 0.01 and a truncation
parameter of 2. The agents move in a given geometry, which can include walls, obstacles and areas where
they participate in predefined processes. The processes are characterized by area properties such as waiting
time, maximum number of agents allowed at once, a speed adjustment factor, list of next areas and area
type. The area type is particularly important, since it implies a special type of process which occurs here. In
the simulation used for the purposes of this work, the following area types were defined:

* Source: area where the agents appear in the simulation. Input parameters include the spawn rate,
which can be either periodic, or normally distributed.

» Sink: area where the agents leave the simulation as soon as they enter.

* Target area: general area with the possibility of inputting defined waiting time, speed adjustment
factor and maximum number of agents. The waiting time can be either fixed, or normally distributed.
Sub-types of this area type include counter, a generally smaller target area where the maximum
number of agents is 1 by definition, and shop, where the maximum number can vary.

» Target changer: area where there is a probability that the agents change their next area (from the list
of input next areas), with each step inside this area. Input parameters include the probability value
of changing targets at each step.

*  Waiting area: area which does not have a predefined waiting time, but the agents are required to wait
until a next area (from the list of input next areas) is unoccupied. Only a single agent is allowed at a
time; in case the area is occupied, a queue is formed behind it.

The current setup uses these area types, as shown in Figure 1a. The exact input parameters for the processes
used to generate the data are discussed later in Section 3. The agents first appear at the source. Then, they
pass through the waiting area from which they can go to any available counter, marked c1-8. This waiting
area represents the place where the agent that is first in line can wait for their turn to go to a counter. If all
counters are full, the agent waits until an area becomes available and then proceeds to it. The counters were
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Figure 1: The spatial setup of the simulation, including the area types described in Section 2.1; The black
lines indicate the walls, and the blue lines define the areas. Areas c1 to c8 are counters, a sub-type of target
area. The agents appear at the source; refer to text for a detailed description of the agent movement. (a)
Trajectories of 120 agents resulting from the simulation (b).

placed in front of obstacles, meant to simulate physical counter barriers in front of which the agents take
part in a process. After that, the agents proceed to the target changer, where they can go either directly to the
sink, or head to the shop. From the shop, the agents can only go to the sink, where they leave the simulation.
Resulting trajectories from a single simulation run are shown in Figure 1b. The simulation was run for
4 different case scenarios, with the only changes concerning two parameters: the spawn rate of agents at
the source, and the waiting time in the target areas (the counters and the shop). The spawn rate was either
periodic or following a normal distribution around a peak time point during the simulation. The objective
was to simulate a more realistic scenario, such as a certain time of the day being the busiest, as well as test
the robustness of the methods. Similarly, the waiting time at the counters was either fixed, or following a
normal distribution, as shown in literature to apply for check-in counters at the airport [16].

The cases were therefore defined as follows: 1) periodic spawn rate and a fixed waiting time for the counters
and shop 2) spawn rate with a normal distribution and a fixed waiting time 3) periodic spawn rate and
normally distributed waiting time 4) normally distributed spawn rate and normally distributed waiting time.

In order to test the robustness of the methods, the simulation was run 20 times for cases 2, 3 and 4, for
which the normal distribution of the spawn rate and/or waiting time caused different data to be generated
each time. The exact input parameters are included in Section 3.

2.2 Identification of Areas

The first significant areas to be identified are the source and the sink, which is where the agents enter and
leave the scenario, respectively. Then, relevant areas of interest are identified using stay point detection.

2.2.1 Source and Sink Detection

To detect the source, the first coordinates of each agent are considered, and then clustered using density-
based spatial clustering for applications with noise (DBSCAN) [17]. Clustering is needed for detecting
multiple different sources. DBSCAN detects high-density neighborhoods, where the number of minimum
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neighbors for a cluster is defined by the input parameter minPts, and the neighborhood radius by €. In our
implementation, minPts was 4, as recommended for 2-dimensional data [18], and € was 0.8.

Similarly, for detecting the sink we consider the last recorded coordinates of the agents, which are then also
clustered using DBSCAN. Notably, all agents will not have reached the sink, so their last coordinates could
be outside of this area; however, DBSCAN will likely detect these coordinates as outliers and they will not
be included in the final clusters.

2.2.2 Stay Point Areas Detection

Stay point detection (SPD) was used to identify regions of little or no movement, where the agents either
remain stationary, or move with decreased speed for a significant amount of time. This work implements a
version of the SPD algorithm described in [19]. We identify stay points by checking whether consecutive
points of a single agent lie within a certain distance threshold. Input parameters for this algorithm thus
include a distance threshold, and a time threshold for limiting the number of points to be considered.

The distance threshold here was set to 1 m and the time threshold to 5 s, such that the agents are considered
to stay in one place if they are moving with 0.1 ms~!, or at least 10 times slower than the assumed velocity.

In order to obtain POlIs, here referred to as stay point areas, the extracted stay points are clustered using
DBSCAN, as described in Section 2.2.1. The values for the input parameters were the same as for clustering
the source and the sink points, with minPts = 4 and € = 0.8. Finally, rectangle-shaped areas are defined
around the points, with a padding coefficient, here chosen to be 0.1 m (nearly half of the agent radius).

2.3 Classification of Stay Point Areas

The next step is to characterize the discovered areas based on the type of processes that occur inside the area,
as well as any interacting processes. Based on the area types that were used as an input to the simulation,
we assume the discovered stay point (SP) areas to fall under one of the following categories:

*  Counter: SP area where a waiting process of a certain duration occurs, and there are as many agents
entering as leaving at a time.

*  Shop: SP area with many agents being allowed at the same time, and in which they spend a certain
amount of time, with a reduced speed.

*  Queue: SP area with a variable waiting time and variable number of agents at a time. It must
causally affect and be affected by its targets, since the agents only occupy this area if the targets are
unavailable, and them leaving it leads to the targets being occupied again.

*  Waiting Area: SP area with only a single agent allowed at a time, and must causally affect its targets
(i.e., as a dispatching system).

In order to classify the extracted areas into the above-described categories, we must first obtain information
about the processes occurring within. Within a single area, we can now look at the agent flow characteristics,
such as the number of agents present at each time point, and the time spent by the agents in each area.
However, in this case we should distinguish between agents that spend some time in an area, and agents that
simply pass by the area without stopping. To find the latter, the average time necessary to cross the distance
of the diagonal in each area was calculated and used as a threshold to filter passing-by agents.
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Similarly, we can consider the agent flow between areas, by looking at the order in which the areas are
visited. In this way, a directed graph can be constructed with the nodes as areas, and the edges representing
the agent flow between them. Hence, each area has fargets, to which agents can continue, and precursor
areas, from which this current area can be reached. The shortest path of each area to the source is then used
to assign area depth; namely, how many other areas (at least) need to be passed to reach it. We can then
define areas with the same depth as areas with parallel processes.

Using these observations about the number of agents per time frame, the time spent in each area, and the
agent-flow graph, we develop several criteria to classify each area. For testing the criteria, the passing-by
agents are filtered out, since we are only interested in the agents which take part in the processes in this area.

Out of the six criteria described below, criterion 1 to 4 use the number of agents per time frame, criterion 5
uses the time spent in each area, and criterion 6 uses the number of SPs per time frame. Using these criteria,
we could then build a decision tree, shown in Figure 2. The criteria are summarized as follows:

1. Alternating derivative: In order to check whether an agent must first leave an area before other
agents can enter it (e.g., a counter), we check if the derivative of the agents per time frame is alter-
nating between negative and positive. A toleration threshold was also set, such that several excep-
tions were allowed in case of unusual cases, such as agents entering the area accidentally. Here, the
toleration threshold was set to half of the simulation time.

2. Stationarity: The agents per time frame observations from each area can be checked for stationarity,
indicating constant mean and standard deviation. A counter, for instance, is expected to be stationary,
since it has a constant number of agents entering and leaving throughout the simulation. To this end,
the Augmented Dickey-Fuller (ADF) test was used, from the Python package statsmodels [20].

3. Granger causality to and from target areas: To determine interdependence between areas, we can
check whether the number of agents at a time in one area influences the number of agents in another
area within some time lag. For this purpose, a Granger causality (GC) test can be used [21]. In order
to uncover dispatching systems, such as the agents leaving a waiting area as soon as any counter is
free, we must consider the combined influence to and from its targets. Therefore, for each area, GC
was tested between the number of agents per time frame for this area, and the combined number of
agents per time frame for all targets from the graph. Notably, areas with the same depth were not
considered as part of each other’s targets. We check the stationarity assumption for the GC with
the aforementioned ADF test. In the case the time series is not stationary, first order differentiation
is used to transform the signal before performing the GC test. The maximum lag at which the two
series can be compared for considering causality was here chosen to be 20 frames, or 4s. The GC
test was performed using the implementation from the Python package statsmodels.

4. Granger causality from precursor areas: Areas can also be checked for influence from precursors.
This criterion can help characterize a waiting area, by checking for GC by its precursor, a queue.

5. Gaussian distribution of time spent in area: We test whether the waiting time in each area follows
a Gaussian distribution, by using the Shapiro-Wilk test for normality from the Python package scipy.
If normality does not hold, this can indicate a queue rather than a shop or counter.

6. Constant boundary: For all areas, we can draw a boundary box around the SPs at any time point
and check how the area varies over time. For areas such as a queue or a shop where there are more
SPs at certain times, it is expected that the size of the boundary is not constant, as opposed to the
counters, where only a certain number of agents is allowed at a time.
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Figure 2: Decision tree used for classifying areas into different types; the criteria 1-6 are described in Section
2.3. The asterisk next to the criteria indicates which time series is used to check the criterion.

For all statistical tests used to check the criteria, a p-value of 0.05 was used.

2.4 Extraction of Process Properties

Apart from the area type and agent flow characteristics, individual properties for each area were also ob-
tained, namely the spawn rate, waiting time, speed adjustment factor and maximum number of agents.

For estimating the spawn rate parameters at the source, we extract the time frames at which the agents were
spawned and check whether the difference between them is constant, indicating a periodic spawn rate. For
cases 2, 3 and 4, we combine the data from the 20 simulation runs and if the spawn rate is found to be
non-periodic, we fit a Gaussian distribution on the combined data to estimate the parameters. The merging
of data was done in order to ensure enough data for the Gaussian optimization function.

The reconstruction of the waiting time is important for counters and shops, since the processes in these areas
usually take a predictable amount of time. The assumption is that each agent spends a certain amount of
time coming from a normal distribution; for this reason, a Gaussian distribution was fitted for the times the
agents spent there, and the resulting mean and standard deviation then describe the waiting time property.
As described previously for the spawn rate estimation, for each of the cases 2, 3 and 4 we combine the
recorded waiting time data from the 20 simulation runs, for the matching areas.

To calculate the speed adjustment factor for an area, the average velocity of agents which stay in this area
was calculated. Then, this value was divided by the average moving velocity, which is defined as the average
velocity an agent has outside the SP areas. The final speed adjustment was then the average of these values.

Another input parameter for the simulation that could be reconstructed was the maximum number of agents
allowed inside an area. This value was simply taken from the data to be the maximum number of agents that
appears at the same time, thereby only considering the agents with a stay point in this area.

3 DATA

The input parameters to the pedestrian simulation for generating the synthetic data are included in Table
1, which describes the values for all predefined properties for the areas in Figure la. The distribution
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Table 1: Description of area properties in original setup, matching the areas from Figure la. The waiting
time is given in seconds. The dash indicates that this parameter is not defined for this area (None).

area source | w.area | cl,c3,c5,c8 | c2,c4,c6,c7 | t. changer | shop
spawn rate (cases 1 & 3) 7 - - - - -
mean, st.d. ratio (cases2 & 4) | 05,08 | - - - - -
waiting time - - 40 60 - 50
waiting time st.d. (cases 3 & 4) | - - 8 12 - 10
speed adjustment factor - - 0.001 0.1 - 0.1
max nr. agents - 1 1 1 - -
probability to change targets - - - - 0.1 -

parameters for the spawn rate given with mean, st.d. refer to the time point at the given fraction of the
total simulation time. Here, the peak of the distribution is at halfway of the total time, and the standard
deviation is set to 80 % of the total time, resulting in a wide distribution curve. Smaller values for the
standard deviation were decided against, since they resulted in large queues which overlapped considerably
with the source area itself and were therefore regarded as unrealistic. The total number of agents in each
simulation run was 120, each agent with a radius of 0.25 m.

For the waiting time parameters, the fixed value in cases 1 and 2 was used as the mean value for the normal
distribution in cases 3 and 4, and the standard deviation was chosen to be a fifth of the mean waiting time
for the area in question, in order to account for more variability among individual agents.

The resulting spatio-temporal trajectory data was the only input data for development of the process extrac-
tion methods. The available data included an agent identification number, the X and Y coordinates of each
agent, and the time stamps when these coordinates were taken, the rate being 5 frames per second.

4 RESULTS

The analysis was run for the resulting data sets from the 4 simulation scenarios described in Section 2.1. For
demonstration purposes, we first show the results for the first case (periodic spawn rate and fixed waiting
time at counters) in detail, before discussing the results for all cases and validating with the original setup.

Firstly, a single source and a single sink were identified. Next, the SPD algorithm was applied, resulting
in 14 741 discovered SPs. The DBSCAN algorithm then identified 11 clusters (Figure 3a), with the final
padded areas shown in Figure 3b. Out of the 13 original areas, only the target changer was not recognized,
since our approach focused on areas where agent velocity is reduced, which was not a property of this area.

To compare the sizes and location of the extracted areas and the areas from the original setup, the intersection-
over-union (IOU) values were calculated for each pair of overlapping areas. The results are shown in Figure
4. The counters, waiting area, and particularly the shop, showed high overlap with the original areas, ranging
from 0.57 to 0.95. The source and sink, however, show only localized overlap of under 0.4.

The decision tree shown in Figure 2 used to determine the type of each SP area tests several criteria, for
which some properties such as the agent flow between areas were first needed. The corresponding directed
graph is shown in Figure 5. Areas 0, 1, 2, 4, 5, 6, 7 and 8 were found to be parallel processes, as well as area
3 and the sink. Using this information, the results from the decision tree are as follows:

e AreasO0,1,2,4,5, 6,7, 8 were classified as Counter areas.
* Area 3 was classified as Shop.

* Area 10 was classified as Queue.

e Area9 was classified as Waiting Area.
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Figure 3: Results from the DBSCAN clustering of stay points (a) for case 1 and final areas determined by
the clusters, including the source and sink (b).

Considering also that the source and sink were correctly matched to the source and sink in the original setup,
12 out of the 12 areas that matched were correctly classified.

The results for the extracted properties for this case, and all case scenarios previously described in Section 3,
are shown in Table 2. The table also includes the parameters from the original setup (Table 1) for comparison
of matching areas. As previously mentioned, the queue is not predefined in the original setup and was only
included here for comparison among the different cases. Table 2 also shows the type outcomes from all data
sets; notably, the results for counters with the same properties are summarized. Regarding the waiting time,
the values for counters with the same properties were averaged out. The deviation from the original values
is also given in percentage. The results for the counters show a maximum percentage difference of 3.875 %
from the original waiting time, and a maximum negative 1.66 % difference in the standard deviation. For the
shop, the maximum percentage difference is 9.4 % in waiting time mean, and 10 % in the standard deviation.

The speed adjustment factor was also overestimated for the shop, up to 20%. The same parameter is
underestimated for the counters, ranging from 17 % to 40 %. For the spawn rate estimation at the source,
the periodic rate for cases 1 and 3 was correctly reconstructed. For the cases where the spawn distribution
was normal (cases 2 and 4), the mean was also reconstructed within an error margin of 2 %. However, the
standard deviation ratio was found to deviate notably from the original value, with a value of 1.15.

S DISCUSSION

The results showed that all relevant areas from the original setup could be discovered in all four cases, with
the counters, shop and waiting area showing high positional overlap with the original areas. The queue
forming behind the waiting area, which was an important functionality of the original pedestrian movement
scenario, could also be classified with a high success rate.

The IOU results showed only a small overlap for the source in the middle. This reflects the original design,
where agents can only get generated at points where the whole agent fits inside the source. The sink was
also found to overlap only partly, on the right side, since this is the closest point of possible entrance. In
cases 2, 3 and 4, we see a notable increase of the sink IOU values, since the normal distribution at the spawn
rate and/or the waiting time at counters causes many agents to arrive at the same time. This leads to agents
being compelled to enter the sink at different angles, thereby covering a greater area compared to case 1.
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Figure 5: Graph showing agent flow between the SP areas for case 1, with the area numbers matching the
cluster labels from Figure 3b. Nodes represent the areas and edges show the nr. of agents going into the next
area. The nr. in brackets in each node label shows the shortest distance from the source node ('depth’).

Regarding the classification of the areas, the types Counter and Shop were recognized with a 100 % accuracy
for all cases, unlike Waiting Area and Queue. We found that the waiting area was typecasted as a queue when
it was merged with the queue as a single area. This result is not necessarily problematic, since the existence
of the waiting area is only representative of the first agent in the queue, and discovering the queue itself was
of greater importance. In some cases where few agents had to wait, the queue was wrongly classified as a
shop. The waiting times were then approximated to follow a normal distribution, characteristic to that of a
shop. This result implies a bias of the methods toward larger rather than smaller queues.

The reconstruction of the properties showed a considerable overestimation of the mean waiting time for the
shop. The reason is that we consider the total waiting time inside the area, whereas in the simulation, the
value refers to the time stamp when the process ends and the agent is instructed to leave. The results for the
shop further support this conclusion, since this area is much larger, so the agents take longer to cross it after
the process ends. For the same reason, the speed adjustment factor for the shop was overestimated, as it was
calculated for the entire time the agent spent there. The spawn rate property also showed overestimation of
the standard deviation, which was due to the distribution already being wide in the original setup.
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Table 2: Comparison of area properties for the original setup vs. extracted from all case scenarios. The
counter numbers match cluster numbers from Figure 3b. The waiting time results are given in seconds, also

including the difference from the original time in %.

original | case 1 case 2 case 3 case 4
Counters 0, 2,4, 8 | type Counter | Counter Counter (20/20) Counter (20/20) Counter (20/20)
10U - 0.74 0.643 0.732 0.726
w. time 60 61.173 (+2 %) | 61.1 (+1.83 %) 60.84 (+1.4 %) 61.6 (+2.66 %)
w. time st. d. 12 - - 11.8 (-1.66 %) 12.03 (+0.25 %)
speed factor 0.001 0.0007 (-30 %) | 0.00075 (-25 %) 0.00075 (-25 %) 0.00083 (-17 %)
max nr. agents | 1 1 1 1 1
Counters 7, 1, 5,6 | type Counter | Counter Counter (20/20) Counter (20/20) Counter (20/20)
10U - 0.66 0.732 0.687 0.684
w. time 40 41.164 (+3%) | 41.4 (+3.5%) 41.55 (+3.875 %) 41.29 (+3.225 %)
w. time st. d. 8 - - 8.02 (+0.25 %) 7.295 (-0.94 %)
speed factor 0.1 0.063 (-37 %) | 0.07 (-30 %) 0.06 (-40 %) 0.062 (+38 %)
max nr. agents | 1 1 1 1 1
Shop type Shop Shop Shop (20/20) Shop (20/20) Shop (20/20)
10U - 0.952 0.934 0.95 0.95
w. time 50 54 (+8 %) 54.9 (+9.8 %) 54 (+8 %) 54.7 (49.4 %)
w. time st. d. 10 - - 10 11 (+10 %)
speed factor 0.1 0.12 (+20 %) 0.118 (+18 %) 0.119 (+19 %) 0.119 (+19 %)
Waiting Area type W. Area | W. Area W. Area(17/20) | Queue(3/20) | W. Area(19/20) | Queue(1/20) | W. Area(15/20) | Queue(3/20) | Shop(1/20) | Counter(1/20)
10U - 0.817 0.64 0.69 0.59
max nr. agents | 1 1 1 1 1
Queue type - Queue Queue (20/20) Queue(18/20) | Shop(2/20) Queue(19/20) | Shop(1/20)
Source type Source Source Source (20/20) Source (20/20) Source (20/20)
10U - 0.3 0.264 0.294 0.264
spawn rate 7 7 - 7 -
mean ratio 0.5 - 0.49 (-2 %) - 0.49 (-2 %)
st.d. ratio 0.8 - 1.15 (+43.75 %) - 1.15 (+43.75 %)
Sink type Sink Sink Sink (20/20) Sink (20/20) Sink (20/20)
10U - 0.37 0.55 0.56 0.6

There exist several other general limitations of our methods, the key being the use of synthetic data. Some
parameters were chosen depending on the current geometry setup, such as the distance and time threshold
for the SPD algorithm. The clustering parameters for DBSCAN were adjusted based on the current data,
in addition to following recommendations from literature. Therefore, they might not be appropriate for
geometry layouts that differ greatly from the current one. In addition, using synthetic data means that the
criteria which classified the areas were guided by properties of only the types present here, and by the
subsequent behavior of the agents in these areas. The current approach therefore cannot discern all process
types that might exist in real data sets. Furthermore, the current methods only capture a Gaussian distribution
of both the waiting time and the spawn rate, whereas pedestrian movement in real life may follow other types
of distributions based on the context. However, discovery of other distributions can be easily integrated.

To address the described limitations, it is necessary to test the developed methods with different data sets
and scenarios with a different geometry, and subsequently make improvements depending on the patterns
that emerge. For example, clustering parameters can be set automatically, based on geometry characteristics
such as average distance between physical counters or obstacles. The criteria for area type classification
may also be updated according to characteristics of the new data, and different distributions for properties
such as waiting time and spawn rate could also be analyzed and integrated into the methods.

6 CONCLUSION AND OUTLOOK

This work builds upon previous research on identifying points of interest solely from a spatio-temporal
trajectory, by detection and subsequent clustering of stay points. In addition, the areas were classified
according to the type of process, going beyond the work in [13], which could only distinguish activity vs.
non-activity areas. Furthermore, whereas previous research in POI detection focused on applications for
transportation demand and urban planning, here we develop a framework for POI and process extraction
specifically for the purposes of pedestrian behavior models. The methods from this study could potentially
be used to inform data-driven pedestrian simulation framework such as the one described in [10].
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The extraction of areas of interest and reconstruction of their properties was successfully performed for a
specific pedestrian movement scenario. The synthetic data used comprised of spatio-temporal stamps for
each pedestrian. The methods were tested for four different case scenarios, distinguished by a parameter
change regarding the distribution of agents entering the simulation, or the distribution of waiting time at
counters. In all cases, the original areas and their types were reliably discovered, importantly including
the functionality of a waiting area as a dispatching system, and the formation of a queue behind this area.
These functionalities are also likely to exist in realistic scenarios of our desired application domain, namely
processes in a railway station or an airport. In that case, all processes might not match our predefined types;
however, our model would be able to reveal possible unexpected congestion areas, as well as reconstruct
important properties describing these areas. Nevertheless, given the restrictions of the synthetic data and
setup, our methods must be tested and subsequently improved by using real data such as history logs from
these infrastructures. As a result, we should be able to characterize additional processes and incorporate
them in our methods. Ultimately, our framework will be used to develop a simulation model which can
faithfully reproduce the original trajectories showing complex behavior of pedestrians.
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